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As 13 well ¥nown [1], the problem of the stability of plane-parallel flows
or those which are nearly so) of a viscous, incompréssible fluid reduces to
the problem of the elgenvalues of the Orr~Sommerfeld equation,

Lo =¢"""'~22% '+ 2'¢ — iaR[(u — c) (¢"'— a’p)— v 'p]=0 {1
The boundary conditlons for {flow with two solid boundaries are
P0)=9'O)=g(l)=¢ '(1)=0 (0<z<<Y) 2
for flow with one tolid boundary (boundary layer) are
2(0)=9'(0)=0, | g(z) <M = const (0  x < -+ o) @)
and for flow without solid boundaries {(free shear layer) are
19 ()< M == const (— ooz <+ ) "

Here ¢ and 7 are positive numbers, y is a function of x {the velo-
city profile) which, for boundary conditions (3) and (4) tends to s constant
vale for y<+= {and also for x®—o In case ()), ¢ is a complex parameter with respect
to which the elgenvalue problem is posed, for given g and 7 ., An amplified
disturbance corresponds to o> O , where o, is the imaginary part of the
eigenvalue o , and a damped disturbance corresponds to o, < 0 ; for neutral
oscillations, o,= O . The value of R for the onset of instahility is not
large for certain flows, for example, if the veloclity profile has a point of
Anflection [1]. In those cases, it may be expected that the method of Bubnov-
Gelerkin will give good results for spproximations that are acceptable in
practice, However, the question of the convergence of this method as applied
to Equation (1) has, up to now, been resolved only for boundary conditions

2.). The first proof of the convergence of the method was _glven by Petrov
in 1640 [2]. In the present paper, the convergence of the %ubncv-a?lerkin
method 18 proved for Equation (1} with boundary conditions (3) and (%).

We shall investigate values of ¢ 1n only that reglon ) of the complex
plane defined by the inequality o,> — a/f . The reasons for this restric-
tion will be evident from the proof. In solving Equation {1), one is ususlly
interested in the elgenvalues ¢ , which correspond to amplifled and neutral
oscillations., All such o are found in region 5 . We shall replace the
requirement for boundedness of the function plx) in cases (3) ana {4) vy
the equivalent condition

9*2) € Lyq, (k=0,1,2,3,4) 5)
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Here, g =0 and b =+« incase (3), and 8 = -~ = and » = + = in case
(4). (The equivalence can be demonstrated by studying the behavior of the
solution of (1) for large values of the argument)., In what follows, we shall
take the region of definition of [ to be those functions g(x) which
satigfy condition (5) and, in addition, the condition o{0) = ¢’(0) = O for
a =0,

Let

A? =q>un _zzsq)u + a.q,

For any two functions o and y 4in the region cf definition of the cpe-
rator 1 , we lntroduce a scalar multiplication according to Formula

(o, bI= (49, ¥)

where the parantheses denote a scalar product in Lg(a,b)' The operator 4 1s
symmetric positive definite, and thus the scalsr product which has been
introduced satisfles ull the reguirements for a scalar product in Hilbert
space [3]. The Hilbert space with the above scalar product, mede complete
in the usual way, will be denoted by H . It 1s easy to prove that, for
arbltrary g € H and ¢ H, we may write

(o, b]=(p’''— a'p, ¥''—a*}) (6}

Equation (1) 1s equivalent to Equation
Lop=ANp=0 (M)
For o and y , we have, in the domain of definition of the operator [,
Lo, §) = (447, ¥} = (AL, $] = (L9, ¥] @)

To apply the Bubnov-Galerkin method, we take & system of linearly inde-
pendent functions ¢, (x = 1, 2,....) 1n the domein of definition of the
operator [ . We seek an approximate eigenfunction of Equation (1) in the
form ¢ =a&,¢; ~ ...+ 2,.9,. The equatlions of the Bubnov-Galerkin method have

the form n
LT upn9)=0 (i=1,...,n) (9)
k=1

where the unknowns are the coefficlents &, (x =1,...,m). The approximate
eigenvalues are the rootas of the determinant of the system of equations (9).

Making use of the equallty (8), we rewrlte the system (9) in the form
n
[14"2 G ¥;] = 0 (i=1,...,n) (10)
=1

Equatlons(10) are the Bubnov-Galerkin equations for Equation (7) in space
H . It is easy to show that the operator [,,1s bounded in g . Let us
extend 1t into all of y continuovsly. The sufficient conditions for con-~
vergence of the Bubnov-Galerkin method for linear equations with bounded
operator were developed in [(ll] . These may be summarized as follows (Theo-
rems 15 4 and 5): let g, (k = 1, 2,...) be a system shich is complete in
K &and, for every value o of region 2 , let the lnequality

inf lim | {Zy,,$,] | >0 for n— o

be satisfied for pn - » for any sequence, ¥, (n=1%2,...), ¥, lg=1, in g
which converges weakly to zero. Then, any bounded, closed set D, D, not
containing eigenvalues of Equation (7), starting with some n , will also
not contain approximate eigenvalues, and, for any arbitrary eigenvalue ¢ G D
there exists & sequence of approximate elgenvalues converging to that o .
The convergence of the method for computing the eigenfunctions is investiga-
ted in [(5). Let ¢, (n = 1,2,...) be any sequence of functions in 4 ,

[ Il = 1, weakly convergent to zero, Let us investigate the real part,

Re [Lip,, ba] = (4" — a®y, ¥," — o) — aRe; (§," — a®y,, ) +
+ aR Im (u,", b,) = 1 + aRey (1§, P + a? P, [} — aR Im (§,', ')  (11)

In deriving Equations (11), integration by parts and Equation (6) were
used, ||y|| denotes the norm of the function y in Ly, by
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f.n = "‘pn" - uzlpn
The weak convergence to zero in g of the sequence {ln} means that the
sequence {f,] converges weakly to zero in L,(a, b)» whlle the condition

cbtaln Eation o B L0t b == (4", tron wnich, actoriihg to the
Cauchy - * i P A @ 9P <I a1, | » 3nds conse
Wl <So? [ fnl=0e 1% P + e, B <a?|f, P =a (12)
Let us express y, in terms of p,. We have
b
Yo=K @1 @a (13)
where “ !
X (z3) = {—-1/2(1 1M for x>y
—llza'lea(x“") for x <<y

in the case where ¢ = —= , }» =+ , and
—1/,q71e V) 1/ gm1malcH)  for g >
K@y={ " ! =Y
— 1,071 W) L 1/,g7172HY) for gy

in the case where @ =0, b =+ . Formula (13) can be verified directly.
Purthermore,

I’}
=K@V @ K@=y @K @) (14)
a
The function vy’ usually tends to zero sufficiently fast with |xl - ®
so that b
S (u')? dx
a

exists. Making use of this, it is easy to show that

bbd
S | Ky (=, y) | dady < + oo

Therefore, the integral operator given by the kernel f, (»,y) in Equation
(24) 1s completely continuous operator in Ly, p)- In view of the well known
properties of completely continuous operators, it follows, from the weak
convergence of the sequence {f,} to zero in %(a, b) » that the sequence
{u’v,.3 conzerges strongly to zero in Leq p). Sincé Ehe sequence f{y,’} is
bounded in Lggq, b)» because of (12), it follows that lim (},’, u'd,) = 0 ror
n — oo, Using this equality, we obtain frcm Equation (11)

inf lim Re LY, ¥,] = inf lim (1 + aRe¢; (19, [ + &* [P, ]
1-»00 =00

From thils and inequality (12),
inf lim Re [Lyb,, ¥, >1  for ¢, >0
N-»C0
inf lim Re [Ly¥$,, ¥} > 1 + ¢ 'Re;  for ¢ <0
n—oo
Consequently,

inf lim | (Lop, 9, | >0, ¢ED
n—->00

To ensure convergence of the method, 1t is necessary to select a system
of approximating functions {g,} , from the region of definition of operator
L , which is complete in g . is can be done, for example, as follows,
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Teke a system of functions [g.} which 1s complete in L, p)- Then it is
easy to show that the system  {¢, = A"gk} is complete in JF . However, such
a cholce for tt.xe system may make the calculation somewhat cumbersome. The
systems zl¢ /™ and ™3 AT (n = 0,1,2 ...) have sufficiently simple form
for calculating the integrals for cases (4) and (3), respectively. If they
are orthogonalized, then we obtain

d"e™
dz"
1.e. the well-known Hermite functions and Laguerre functions,

The completeness in g of these systems follows from theorems gilven in

(6].
The author thanks V.T. Kharin for very useful suggestions,

. d®
el , exghb o (z"*Pe™) B =4,n=0,1,2,...)
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